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1. Introduction

Object detection is key for self-driving
cars. These systems must quickly
recognize people, vehicles, and signs. We
explored different detection methods to
dictate which ones are the most efficient.
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We integrated many methods such as
perceptron, CNNs, and continued to
build upon what we learned. In the
end, we were able to create a model
that was able to identify multiple
objects at once.



E Datasets Used

CIFAR10 is the dataset we used for our image
classification model. Classes include...
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Airplanes

Cars
Birds
Cats
Deer
Dogs
Frogs
Horses
Ships
Trucks

° In total, this dataset consists of 60000 32x32

colored images.
There are 6000 per class, 5000 training and 1000
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3. Sliding Windows

A fixed-size rectangular window that "slides" over
the image.

At each position, a patch of the image is

Background? extracted.

This patch is then classified.

codingcash



H MLP + CNN

What is MLP? What is CNN?

o  Multilayer Perceptron, a basic neural network ®  €onvolutional Neural Network

e Flattens image into a 1D vector  Processesimagesin 2D NN

e Loses spatial info (object shape/position) e Preserves spatial patterns - using filters to
« Result: Low accuracy detect edges, curves, textures

e Result: Comparatively lot higher

VGG-16 CNN Architecture

Results
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fully connected+ReLU

84% CNN Accuracy




S. TransfFer Learning

What is it?

A model that is pre-trained for another
task that can be used as a basis for
models that we make. This allows us to
spare the time of making a model from
scratch.
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E_Jp Application

VGG 16
Very powerful and accurate!
14 million images-74 times

Has many uses besides object
detection

How to implement

Choose a pre-trained model
Modify it to closely match goals
Train using dataset

Evaluate its performance using
test dataset or validation



6. YOLO

You-Only-Live-Onee
You Only Look Once

e Real-time object detection model
Looks at the entire image once, splitting into
grids, predicting objects presence

Final detzeiions

Class probability map

Why YOLO?

CNNs can classify, but not detect + locate

YOLO does this in one go, and thus it is ideal for
live use: traffic cameras, surveillance, and object
detection for self-driving cars

Doesn't lose spatial info (object shape/position)

We used YOLOVS (latest version: YOLOv13)
* Input images — bounding boxes + labels +

confidence scores (accuracy)




7. YOLO IN ACTION

Made on our own using OpenCV
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https://docs.google.com/file/d/1rQN7ag9dgU_DU0JsqFUnMZwBeyBads3x/preview
https://docs.google.com/file/d/1rQN7ag9dgU_DU0JsqFUnMZwBeyBads3x/preview

8. MODEL RESULTS

YOLOv3

3

Fast, accurate, and adaptable

Ideas Version Comments Accuracy
N/A for
.oge . . . . . . multi-object
Image classifier with 0 Unable to |;jes?rt]|f?/eni1r;1£tlpele objects in | yotection: 71%
Perceptron §l€ IMage. for image
classification
Sliding Windows + . Detects objects one by one, but very e
Perceptron slow and basic. ?
Detects objects better, but still basic,
Sliding Window + CNN 2 doesn't accommodate for large size 84%
differences in objects.
Sliding Window + ot i less training but
. igh accuracy with less training, bu
Tr;as!er Learnlng h N 23 slower inference. 2
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CONCLUSION

e Live object detection with a very high accuracy
is essential for self-driving cars

e  For example, if a system for detectings dogs and
roads has a 95% accuracy, over a large amount of
data, 1,000,000; it would mean 50,000 possible
accidents

e We explored MLP, CNN, Transfer Learning, and
YOLO to compare speed and accuracy

e YOLO performed best, balancing real-time
speed, object decision, mapping, and high
accuracy

This project suggested how computer vision +
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https://bit.ly/3A1uf1Q
http://bit.ly/2TyoMsr
http://bit.ly/2TtBDfr

